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When speaking or singing, vocalists often move their heads in an expressive fashion, yet the influence
of emotion on vocalists’ head motion is unknown. Using a comparative speech/song task, we examined
whether vocalists’ intended emotions influence head movements and whether those movements influence
the perceived emotion. In Experiment 1, vocalists were recorded with motion capture while speaking and
singing each statement with different emotional intentions (very happy, happy, neutral, sad, very sad).
Functional data analyses showed that head movements differed in translational and rotational displace-
ment across emotional intentions, yet were similar across speech and song, transcending differences in
F0 (varied freely in speech, fixed in song) and lexical variability. Head motion specific to emotional state
occurred before and after vocalizations, as well as during sound production, confirming that some aspects
of movement were not simply a by-product of sound production. In Experiment 2, observers accurately
identified vocalists’ intended emotion on the basis of silent, face-occluded videos of head movements
during speech and song. These results provide the first evidence that head movements encode a vocalist’s
emotional intent and that observers decode emotional information from these movements. We discuss
implications for models of head motion during vocalizations and applied outcomes in social robotics and
automated emotion recognition.
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The great oratory and singing performers of our time are re-
markable for their expressive and often dramatic use of head and
facial movements. Are these movements superfluous, or do they
serve a communicative function? Visual gestures, such as those
used by speakers, musicians, and dancers, complement the audi-
tory signal by communicating through motion. These gestures
facilitate the perception of lexical and musical information, as well
as expressive content (Dittrich, Troscianko, Lea, & Morgan, 1996;
Ghazanfar & Takahashi, 2014; Grant & Seitz, 2000; Jesse &
Massaro, 2010; Ladefoged & Johnson, 2010; McGurk & MacDon-
ald, 1976; Munhall, Jones, Callan, Kuratate, & Vatikiotis-Bateson,
2004). During performance, musicians’ visual gestures convey
emotional meaning, sometimes more accurately than do their
sounded performances (Carlo & Guaitella, 2004; Davidson, 1993;
Vines, Krumhansl, Wanderley, Dalca, & Levitin, 2011). Whole

body postures have been shown to effectively communicate ex-
pressive information to observers (Atkinson, Dittrich, Gemmell, &
Young, 2004; Van den Stock, Righart, & De Gelder, 2007). To our
knowledge, there has been no examination of the role of head
movements in conveying emotion during vocal communication. In
this article, we examine vocalists’ head motion during the produc-
tion of emotional speech and song, and observers’ perception of
emotion from these movements.

Head motion during vocalization is thought to reflect motor
movements tied to the control of fundamental frequency (F0;
Munhall et al., 2004; Thompson & Russo, 2007; Thompson,
Russo, & Livingstone, 2010; Yehia, Kuratate, & Vatikiotis-
Bateson, 2002; Yehia, Rubin, & Vatikiotis-Bateson, 1998). Verti-
cal raising of the head and ceiling-directional rotation of the head
are both correlated with the production of a higher F0 in speech
and the size of an ascending musical interval in song (Thompson
& Russo, 2007; Yehia et al., 2002, 1998). Visual presentations of
vocalists’ head movements have been shown to facilitate observ-
ers’ perception of lexical information in speech and pitch interval
size in song (Munhall et al., 2004; Thompson et al., 2010). In
speech and music performance, the manipulation of F0, or pitch, is
one of the primary cues to emotional expression (Gabrielsson &
Lindström, 2001; Juslin, 2001; Juslin & Vastfjall, 2008; Living-
stone, Muhlberger, Brown, & Thompson, 2010; Scherer, 2003).
An elevated F0 is typically associated with higher arousal emo-
tions, including happiness, anger, and fear, whereas a lower F0 is
associated with lower arousal emotions, including sadness and
tenderness (Cowie et al., 2001; Juslin & Laukka, 2003; Scherer,
1995, 2003). Thus, vocalists’ head movements may vary with the
expressed emotion during speech and song due to emotion-
dependent changes in F0, a hypothesis we test here.
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Head motion during vocalization may also arise directly from
intentions to communicate specific emotional states. Darwin
(1872/1965) proposed that head and body postures were represen-
tative of particular emotional states, in which the head is held
upright during happiness or joy, and the head hangs down during
sadness or despair (pp. 176, 210). The English language has many
idioms that relate head posture to an emotional state or event. One
may have his or her “head held high” during moments of happiness
or pride, or be told to “keep your chin up” or to “keep your head
down” during emotionally painful or dangerous situations. One
may also be described as being “downcast” during periods of
sadness or despair. Empirical research has corroborated these
relationships to some extent, both in the encoding of expressions
through head orientation and the decoding of these gestures by
observers (Atkinson et al., 2004; Boone & Cunningham, 1998;
Keltner, 1995; Otta, Lira, Delevati, Cesar, & Pires, 1994; Schou-
wstra & Hoogstraten, 1995; Tracy & Matsumoto, 2008; Tracy &
Robins, 2004; Wallbott, 1998; Wallbott & Scherer, 1986). Head
movements during emotional vocalization may then arise from two
distinct sources—movements arising from emotion-related
changes in F0 of the voice and movements related to the visual
expression of emotion through the head.

We examined vocalists’ head movements during matched com-
parisons of emotional speech and song. During singing, F0 is
constrained by the intended musical pitch, whereas during speech,
F0 is not explicitly prescribed for nontonal languages such as
English. This distinction allows one to examine the effect of
emotion on head movements during speech and song while con-
trolling for the effects of F0 on head motion in an ecologically
valid context. Vocal intensity (correlated with loudness) has also
been linked to head motion in speech and song and, like F0, varies
with the expressed emotion. A louder vocal intensity is typically
associated with higher arousal emotions such as happiness and
anger, and a softer intensity with lower arousal emotions such as
sadness and tenderness. However, the strength of the association
between vocal intensity and head motion is consistently weaker
than that between F0 and head motion (Munhall et al., 2004;
Thompson et al., 2010; Yehia et al., 2002) Therefore, we focus on
the effect of F0 on head movements in the present studies.

The dynamic characteristics of head movement may encode
information about the emotional intentions of the vocalist.
Speakers’ head movements change continuously with the un-
folding acoustic signal (Munhall et al., 2004; Yehia et al.,
2002), and there is compelling evidence that dynamic facial
information improves observers’ recognition in emotional and
nonemotional tasks (Ambadar, Cohn, & Reed, 2009; Atkinson
et al., 2004; Bassili, 1978, 1979; Bugental, 1986; Cunningham
& Wallraven, 2009; Kamachi et al., 2001; Krumhuber & Kap-
pas, 2005; Nelson & Russell, 2014; O’Toole, Roark, & Abdi,
2002). Recent findings have suggested also that the velocity of
facial expressions during expressive displays conveys important
emotional information (Krumhuber, Kappas, & Manstead,
2013). Additional research has suggested that vocalists begin to
form emotional facial expressions several seconds prior to vocal
onset and sustain those expressions for several seconds follow-
ing the offset of sound (Livingstone, Thompson, & Russo,
2009; Livingstone, Thompson, Wanderley, & Palmer, 2015;
Quinto, Thompson, Kroos, & Palmer, 2014). We therefore
hypothesize that head movement may encode emotion during

the time periods prior to and following, as well as during,
vocalization.

We used functional data analysis to examine the dynamics of
head movement (Ramsay & Silverman, 2005). Functional data
analysis is suited to the analysis of time-series data, such as that
produced by motion capture, because it models discrete mea-
surements as continuous mathematical functions (Ramsay &
Silverman, 2002). An advantage of this approach is that events
of varying duration can be compared via a process referred to as
time warping, without resulting in smearing or a loss of detail
(see also Livingstone, Palmer, & Schubert, 2012; Wanderley,
Vines, Middleton, McKay, & Hatch, 2005). Functional analyses
of variance (fANOVA) can then be used to determine time
regions where significant differences occur. This is a powerful
technique when used with high data-sampling rates, because it
allows for precise temporal estimates of group differences. We
used fANOVAs in a repeated-measures context to determine (a)
whether emotion has an effect on head movements, through the
use of different instructions for vocalized emotions; (b) whether
lexical variability affects head movements, through the use of
the same four distinct sentences in speech and song; and (c)
whether vocal channel has an effect on head movements,
through the comparison of speech and song.

We also addressed whether head movements associated with
a vocalist’s emotional intent are understood by observers. A
popular theory of emotion is that affective information is con-
veyed using a socially shared “code” (Brunswik, 1956; Ekman
& Friesen, 1969; Elfenbein & Ambady, 2002; Juslin & Laukka,
2003; Scherer, 2003). In this model, expressive information is
encoded through variations in vocal, bodily, and facial features.
These variations, or “cues,” are associated with particular emo-
tional states. This information is transmitted by visual, auditory,
or both means, and is received and decoded by a distant subject,
and the emotional information is recognized. If head movement
forms part of this socially shared emotional code, then evidence
of this code should be found at both production and perception
(Juslin, 2000; Wiener, Devoe, Rubinow, & Geller, 1972). Spe-
cifically, we hypothesized that observers should be able to
recognize a vocalist’s emotional intent solely from the presence
of head movements that are associated with specific emotional
states.

We tested these hypotheses in two studies of production and
perception of head movement during speech and song. Vocalists
produced the same neutral-content sentences with instructions to
emote with happy, sad, and neutral states. These emotions were
selected because they are clearly communicated through the face
and voice in speech and song (Juslin & Laukka, 2003; Kohler et
al., 2004; Scherer, 2003). In addition, these categories exhibit low
rates of confusion, suggesting they are encoded using distinct
patterns of cues (Bänziger, Mortillaro, & Scherer, 2012; Juslin &
Laukka, 2001). We hypothesized that these emotions may there-
fore elicit distinct head movement patterns. In Experiment 1,
vocalists’ head movements were recorded while they spoke and
sang with different intended emotions. We hypothesized that vo-
calists’ head movements would uniquely distinguish their emo-
tional intent, while presenting similarly across speech and song. In
Experiment 2, observers identified the intended emotion of vocal-
ists from silent, face-occluded movies of head movement during
speech and song. We hypothesized that observers would accurately
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identify the emotions of vocalists from their head movements
alone.

Experiment 1

In Experiment 1, vocalists’ head motion was recorded with
optical motion capture while they spoke and sang four statements,
each with five emotional intentions (very happy, happy, neutral,
sad, and very sad). In the speaking condition, vocalists memorized
the statements and produced them when cued. In the singing
condition, vocalists sang the same statements with a seven-note
melody that maintained the same frequencies (note pitches) across
emotion conditions. On the basis of previous findings that visual
cues for the head pose affect perceived emotion (in the absence of
vocalization; Atkinson et al., 2004; Boone & Cunningham, 1998),
we hypothesized that happy displays would exhibit upward turning
of the head and that sad displays would show downward turning of
the head. Previous research has also found that the magnitude of
facial feature movements is correlated with the emotional intensity
of the experienced event (Cacioppo, Petty, Losch, & Kim, 1986).
We therefore predicted that the magnitude of vocalists’ head
movement would express happy and sad emotions with two levels
of intensity, with more-intense emotions (very happy, very sad)
exhibiting larger movements than their less-intense counterparts
(happy, sad). Finally, we expected that F0 in the speech condition
would change with the intended emotion, increasing for happiness
and decreasing for sadness, but would not display emotion-related
changes in song (in which the pitch is prescribed). Finally, head
motion was expected to change with emotional intent similarly in
speech and song.

To ensure that vocalists were expressing the emotions as in-
structed, the stimulus recordings collected in Experiment 1 were
assessed in a separate perceptual task. Participants were asked to
identify vocalists’ emotions from a pseudorandomly selected sub-
set of the audio-only recordings. We chose to validate the audio
recordings, because this dependent measure was orthogonal to the
primary measure of study, the vocalists’ head movements.

Method

Participants. Twelve adult singers (six females and six males,
mean age � 22.8 years, SD � 6.7) were recruited from the McGill
University community through postings on campus and online.
Participants were native English speakers and had at least 6 years
of vocal singing experience in a group (chorus, band, or other
vocal ensemble; M � 9.83 years, SD � 3.0). They had varied
amounts of private vocal instruction (M � 6.0 years, SD � 5.0),
private musical instrument instruction (M � 9.0 years, SD � 6.7),
and drama experience (M � 4.17 years, SD � 4.6). Participants
were not professional actors and had only general acting experi-
ence.

Participants were screened prior to testing to ensure they had not
received prior training on how to move or hold the head or face
while singing; four participants were excluded on this basis. A
minimum amount of group (ensemble) singing experience was
used to ensure that all participants could complete the singing task
without performance anxiety related to correct pitch reproduction.
An inability to accurately sing the notated pitches may have
elicited feelings of shame or guilt, which are known to affect head

motion (Keltner, 1995; Tracy & Matsumoto, 2008). Research has
indicated that vocalists are more pitch-accurate when singing with
others, rather than singing alone, as seen during private singing
lessons (Green, 1994).

Twenty additional adult participants (15 females and five males,
mean age � 19.8 years, SD � 0.4) with no specific singing
background were recruited for the perceptual task. These partici-
pants did not participate in any other part of the study. Participants
had varied amounts of vocal experience (M � 2.0 years, SD �
0.5), private music instruction (M � 1.4 years, SD � 0.7), and
drama experience (M � 3.2 years, SD � 1.0). The perceptual task
took approximately 40 min, and participants received course credit
for their participation.

Stimuli and apparatus. Four neutral English statements were
used (“People going to the bank,” “Children tapping to the beat,”
“Children jumping for the ball,” and “People talking by the door”).
Statements were seven syllables in length and matched in word
frequency and familiarity using the MRC Psycholinguistic Data-
base (Coltheart, 1981). In the song condition, a single isochronous
melody (F4, F4, G4, G4, E4, E4, F4; piano MIDI tones) consisting
of six eighth notes (300 ms) and ending with a quarter note (600
ms) was sounded. The melody did not contain the 3rd scale degree
and was designed to be ambiguous in terms of major or minor
modes, which are often associated with happy and sad emotions,
respectively (Dalla Bella, Peretz, Rousseau, & Gosselin, 2001;
Kastner & Crowder, 1990).

The written sentences were presented visually on a 15-in. Mac-
Book Pro, and the melody was sounded over Sennheiser HD 500
headphones, controlled by custom Matlab (2013) software and the
Psychophysics Toolbox (Brainard, 1997). Temporal accuracy of the
presentation software was confirmed with the Black Box Toolkit
(Plant, Hammond, & Whitehouse, 2002). An active motion capture
system (NDI Optotrak Certus; spatial accuracy .1 mm) monitored the
head movements of participants at a frame rate of 250 Hz. IRED
markers 7 mm in diameter were placed on the participant’s head-
phones (headband, and left and right earcups), providing a rigid body
with which to align the motion coordinate system. Additional markers
were also placed on the participant’s face (not reported here). Vocal
utterances were captured with an AKG C414 B-XLS cardioid micro-
phone, placed 1.5 m in front of the vocalists, at 44 kHz. Sound
recordings were synchronized with motion data via the Optotrak Data
Acquisition Unit.

Ten acoustic recordings were selected from each vocalist’s
performances in the production task for use in the perceptual task.
One vocalization for each of the five emotions was randomly
selected from both the speech and song conditions. A subset of 120
recordings was chosen from the full set of 960 trials because it
balanced the needs of establishing confidence in the stimuli with
having an appropriate experimental duration for a repeated-
measures perceptual study. Trials for each vocalist–channel–
emotion condition were numbered, and a custom Matlab script
incorporating the Mersenne Twister random number generator was
used to identify the recordings for inclusion. Recordings were then
trimmed using Adobe Audition to begin 1 s prior to vocal onset
and to end 1 s after vocal offset. Stimuli were presented auditorily
over Sennheiser HD 500 headphones, on a 21-in. iMac controlled
by custom Matlab software and the Psychophysics Toolbox
(Brainard, 1997).
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To confirm that trials selected for the perceptual task were repre-
sentative of the full sample, we examined acoustic measures including
mean F0, vocal intensity, and duration (see Analyses: Vocal acoustics
for a description of acoustic analyses). These acoustic measures were
selected because they are primary cues to vocal emotion (Cowie et al.,
2001; Scherer, 2003). Mean values of the seven unselected vocalist–
channel–emotion trials were compared with those of the selected
trials using separate paired-samples t tests. The perceptual task stimuli
were not significantly different from the full sample on any of the
acoustic measures: F0, t(119) � 1.23, p � .22; vocal intensity,
t(119) � 0.2, p � .85; and duration, t(119) � 0.27, p � .79. These
results provide additional confidence that the trials selected for the
perceptual task were representative of the full sample.

Design and procedure.
Production task. The experimental design was a Vocal Channel

(2 levels: speech or song) � Emotion (5 levels: neutral, happy, very
happy, sad, very sad) � Statement (4 statements mentioned earlier in
the Stimuli and Apparatus section) � Repetition (2 levels) within-
subject design, with 80 trials per participant. Trials were blocked by
vocal channel, with speech presented first to avoid any influence of
pitch or timing from the regular pace of the song condition. Trials
were blocked by statement and emotion (counterbalanced) to reduce
fatigue.

Participants were told to prepare themselves emotionally as they
would for a live performance and were given time between blocks
to prepare themselves. Vocalists were given no instruction regard-
ing their composure leading up to or following the offset of vocal
sound and were told only to speak or sing in “an expressive
manner as though performing to an audience.” This procedure was
used to induce the mental and physiological correlates of emotion
that vocalists typically display and experience when performing in
front of others. The use of induction techniques is gaining popu-

larity among researchers who seek ecologically valid recordings of
emotion in a laboratory setting (Bänziger et al., 2012; Douglas-
Cowie et al., 2007; Kaulard, Cunningham, Bülthoff, & Wallraven,
2012; Livingstone, Choi, & Russo, 2014).

Participants began with a series of speech practice trials; the prac-
tice statements differed from those presented in the experimental
trials. On each trial, participants read and memorized the statement
presented on a computer screen and were told to wait for a green light
to appear before they began their vocalization. The trial time line,
presented in Figure 1, consisted of four main epochs: stimulus pre-
sentation (visually displayed statement), countdown timer (4–3–2–1),
begin vocalization (green light), and end of vocalization. Practice
trials were repeated until participants were comfortable with the task.
In the experimental block, participants were first shown the four
statements that would be used throughout the block. They then com-
pleted the speech experimental trials. After a rest break, they com-
pleted a series of song practice trials (with the same statements as
those in the speech practice trials) in which they read and memorized
the statement presented on a computer screen and heard a short
melody. Participants were told to sing one syllable per tone, using the
pitches and timing of the presented melody—for example, peo(1,
F4)-ple(2, F4) talk(3, G4)-ing(4, G4) by(5, E4) the(6, E4) door(7, F4).
In the experimental block, participants were shown a new statement
on each trial, after which the melody was presented; they were told to
begin singing when the green light appeared (following the timing of
Figure 1). Trials were repeated if participants made a mistake or if
they moved outside the motion capture volume.

Perceptual task. The experimental design for the perceptual task
was a Vocalist (12 levels) � Vocal Channel (2 levels: speech or
song) � Emotion (5 levels: neutral, happy, very happy, sad, very
sad) � Repetition (2 levels) within-subject design, with 240 trials per
participant. Trials were blocked by vocal channel, with vocalist,

Figure 1. Time line of trials in Experiment 1. Each trial began with a 500-ms auditory tone, followed by 500
ms of blank screen. The statement to be spoken or sung was then presented. In the song condition, the melody
was also sounded. A prevocal count-in timer was then presented. Participants began vocalization with the
appearance of the green circle. Additional movements were captured during the postvocal epoch (blank screen).
The trial ended with a 500-ms auditory tone. Head motion and acoustic information were captured throughout
the entire trial time line.
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emotion, and repetition presented in random order. On each trial,
participants were asked to identify the emotion of the vocalist using a
forced-choice categorical response measure (neutral, happy, sad).
Participants also completed a background questionnaire about their
singing, musical, and drama experience.

Head motion processing. Prior to statistical analysis, head mo-
tion data were transformed from the fixed world coordinate system of
the motion capture system to the moving time-dependent coordinate
system of the participant’s head. This transformation enabled the
examination of the full range of translational and rotational head
movements, referred to as six degrees of freedom of motion (6DoF).
This approach represents an important methodological improvement
over “point-to-point” Euclidean distance analysis (1DoF), which re-
flects the magnitude but not the direction or rotation of movement.
This improvement is critical to the study of directions of movement
that differentiate emotions (e.g., looking upward and raising lip cor-
ners for happiness vs. looking downward and depressing lip corners
for sadness), because a mathematical exposition of coordinate system
rotation can facilitate future research. Custom Matlab scripts were
used to perform the rotation analysis, rather than the default NDI rigid
body algorithms.

A three-marker rigid body formed by the axes of the partici-
pant’s headphones was used to align the local coordinate system of
the participant’s head, as illustrated in Figure 2a.

At each time point, motion capture data were transformed from
the fixed world coordinate system (w) to the moving head coor-
dinate system (h), as defined by Equation 1:

�hx

hy

hz

�� RHead
World ·�wx

wy

wz

�. (1)

The transformation matrix RHead
World at each time point was calcu-

lated by three Tait-Bryan intrinsic axial rotations (z–y–x), illus-
trated in Figure 2b–d, respectively, as defined by Equation 2:

RHead
World � Rz(�) · Ry(�) · Rx(�) ��rxx rxy rxz

ryx ryy ryz

rzx rzy rzz

�. (2)

Rotation around the z, y, and x axes were defined, respectively,
in Equation 3:

Figure 2. (a) The frame of reference of a participant’s head. The three axes illustrate the three directions of
translational motion—horizontal (forward–backward, x), lateral (left–right, y), and vertical (up–down, z)—and
the three angles of rotational movement—yaw (looking left–right, �), pitch (looking up–down, �), and roll (ear
to either shoulder, �). The origin is formed by the lateral axis spanned by the bilateral tragus. Lower panes
demonstrate the three successive rotation operations that transform data to the local coordinate system of the
participant’s head, showing (b) rotation angle � around zWorld, Rz � (�); (c) rotation angle � around y1,
Ry � (�); and (d) rotation angle � around x2, Rx � (�).

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

369HEAD MOVEMENTS ENCODE EMOTIONS



Rz(�) ��cos � �sin � 0
sin � cos � 0

0 0 1
�, Ry(�) �� cos � 0 sin �

0 1 0
�sin � 0 cos �

�, Rx(�) ��1 0 0
0 cos � �sin �

0 sin � cos �
�. (3)

When factorized, the final rotation operation RHead
World was defined by Equation 4:

RHead
World ��cos � cos � �sin � cos � � cos � sin � sin � sin � sin � � cos � sin � cos �

sin � cos � cos � cos � � sin � sin � sin � �cos� sin � � sin � sin � cos �

�sin� cos � sin � cos � cos �
�. (4)

Head rotation angles (in radians) were extracted from the rotated
data: yaw (�) rotation around the z axis, which corresponded to
turning the head left or right; pitch (�) rotation around the y axis,
which corresponded to tilting the head up to the ceiling or down to
the floor; and roll (�) rotation around the x axis, which corre-
sponded to leaning the head to either shoulder. These measures are
defined, respectively, in Equation 5:

yaw(�) � tan �1�ryx ⁄ rxx
�, pitch(�) � sin �1(rzx),

roll(�) � tan �1�rzy ⁄ rzz
�. (5)

Translational motion of the participant’s head (in mm), repre-
senting the three axes of motion were defined as horizontal (x)
movement along the x axis, which corresponds to moving forward
or backward; lateral (y) movement along the y axis, which corre-
sponds to moving left or right; and vertical (z) movement along the
z axis, which corresponds to moving up or down.

Analyses.
Head movements. Motion data were set to zero for a “neutral

resting” position of the participant’s head during a 2,000-ms base-
line window prior to each trial onset, using a baseline subtraction
procedure. The modal value within this baseline window was
subtracted from displacement values during the trial time line. The
baseline-adjusted marker trajectories represented how the head
position deviated throughout the trial from its resting position.

Functional data analyses were performed using the Functional
Data Analysis toolbox (Ramsay & Silverman, 2010). Occasional
missing data were interpolated (less than 0.0001% of data). Order
6 B-splines were fit to the second derivative of marker trajectories
with a ratio of 1:4 knots to data samples. The data were smoothed
using a roughness penalty on the fourth derivative (� � 10�8).
Feature registration (time warping) was used to align trajectories to
the syllable boundaries (six events) as determined from the acous-
tic analyses, described in Analyses: Vocal acoustics. Functional
data were resampled to produce 75 equally spaced data points per
syllable (300 ms at 250 Hz) for the first six syllables, with the final
syllable resampled to 150 data points (600 ms at 250 Hz). This
derivation enabled a syllable-matched comparison of head move-
ments across speech and song. Functional analyses of variance
(fANOVA) were used to examine whether differences were pres-
ent in the motion trajectories at each time point (see also Living-
stone et al., 2012). Significance levels were corrected for multiple
comparisons with False discovery rate using the Benjamini–
Hochberg–Yekutieli procedure for dependent statistical tests, with
a q value of .05 (Benjamini & Hochberg, 1995; Benjamini &
Yekutieli, 2001). We report mean F statistic, p value, and eta-

squared values across time regions that reached statistical signif-
icance (p 	 .05). Motion effect sizes are reported as eta-squared
values.

Vocal acoustics. Acoustic recordings were analyzed with
Praat (Boersma & Weenink, 2010). Speech utterances were seg-
mented at syllable boundaries and were coded by a rater; 8% of the
samples were checked by a second rater (mean interrater boundary
time difference � 0.0026 s, SD � 0.0024 s). Boundaries were
determined by changes in the spectrogram, and in the F0 and
acoustic intensity contours. Singing trials were inspected by the
raters to confirm that vocalists had sung the prescribed melody. F0

contours were extracted using an autocorrelation algorithm (ac) in
Praat. Mean F0 values across the entire utterance were analyzed
with a mixed-design analysis of variance (ANOVA). When
Mauchly’s sphericity test was significant, Greenhouse-Geisser’s
correction was applied. Acoustic effect sizes report partial eta-
squared values. All reported means are accompanied by 95%
confidence intervals in square brackets. Pairwise comparisons
were adjusted using Bonferonni correction. All statistical tests
were conducted in Matlab 2013b and SPSS 20.0.0 (IBM Corp,
2011).

Perceptual task. Data from the perceptual task were coded as
1 (correct) when the emotional category selected by the listener
matched the emotional category that the vocalist had been in-
structed to express and 2 (incorrect) otherwise. We use the term
accuracy to refer to the proportion of correct responses (see also
Bänziger et al., 2012; Juslin & Laukka, 2001). Production trials
containing happy and very happy instructions were coded as
correct when happy was selected, trials containing sad and very
sad instructions were coded as correct if sad was selected, and
trials containing neutral instructions were coded as correct if
neutral was selected. Mean accuracy scores are reported to ease
readability and to facilitate comparison with existing perceptual
studies of vocal emotion. One-sample t tests were conducted for
each vocal–channel–emotion category to determine whether ac-
curacy ratings differed from chance. Significance levels of t tests
were corrected for multiple comparisons with False discovery rate
and a q value of .05.

Results

Head movements. Because this was the first study to report
head movements in a dynamic vocal context we analyzed the full
six degrees of freedom (6DoF) of head movements, which in-
cluded horizontal, vertical, and lateral displacement and yaw,

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

370 LIVINGSTONE AND PALMER



pitch, and roll rotation angles (see Atkinson et al., 2004; Keltner,
1995, for an examination of nonvocal head movement during
emotional expression).

A three-way repeated-measures fANOVA was conducted on
vocalists’ horizontal head measures (deviation from resting posi-
tion of head) by channel (2 levels: speech, song), emotion (5
levels: very happy, happy, neutral, sad, very sad), and statement (4
statements mentioned in the Stimuli and Apparatus section). No
effect of channel or its interactions was found in the analysis,
confirming that speech and song exhibited similar horizontal head
movements. Figure 3a shows the mean horizontal head displace-
ment (forward-backward movement, x) values across all trials by
emotion conditions. Regions of statistical significance (p 	 .05)
are indicated by the black horizontal bar in the time line. The main
effect of emotion was found during the majority of vocal sound
productions, F(4, 44) � 7.17, p 	 .01, 
2 � .05. Happy and sad
utterances were characterized by larger forward movement of the
head than were emotionally neutral utterances, with very happy
utterances appearing to move forward quickly at the onset of
vocalization. Very happy and very sad productions also appeared
to exhibit larger forward displacement relative to their happy and
sad counterparts, respectively. No effect of statement or its inter-
actions was found in the analysis, confirming that lexical variabil-
ity did not affect horizontal head movements.

The previous analysis suggested that the velocity of horizontal
head movements may vary with the expressed emotion. To exam-
ine this relationship, we conducted a follow-up analysis that in-
volved a three-way repeated-measures fANOVA on the velocity of
vocalists’ horizontal head movements (forward–backward, ẋ). No
effect of channel or its interactions was found in the analysis,
confirming that speech and song exhibited similar velocities of
horizontal movements. Figure 3b shows the mean velocity of
vocalists’ horizontal head movements across all trials by emotion
conditions. A main effect of emotion was found, F(4, 44) � 9.26,
p 	 .01, 
2 � .13, which began 100 ms prior to vocal onset and
continued for 220 ms during the start of vocal sound production.
These results suggest that the forward-moving velocity of head
movements distinguished the vocalized emotion and that very
happy utterances exhibited greater forward-moving velocity than
did other emotions. No effect of statement or its interactions was
found in the analysis, confirming that lexical variability did not
affect the velocity of horizontal head movements.

A three-way repeated-measures fANOVA was conducted on
vocalists’ vertical head measures (moving up–down, z). No effect
of channel or its interactions was found in the analysis, confirming
that speech and song exhibited similar vertical movements. Figure
3c shows vocalists’ mean vertical head displacement (deviation
from resting position) across all trials by emotion conditions. A

Figure 3. Main effects of emotion conditions on four aspects of head movements in Experiment 1. Each
trajectory line is the functionally time-warped mean across all actors, vocal channels, statements, and repetitions
(192 trials per trajectory line). Zero represents the neutral “at rest” position of the head. Dashed vertical lines
between vocal onset and offset indicate syllable boundaries. Black horizontal lines below trajectories indicate
regions of significance at p 	 .05. Error bars are indicated by shaded regions around trajectory lines. (a) Mean
horizontal displacement of head movement (forward–backward, x). (b) Mean horizontal velocity of head
movement (forward–backward, Ẋ). (c) Mean vertical displacement of head (up–down, z). (d) Mean rotational
pitch of head movement (looking up–down, �).
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significant main effect of emotion was found throughout vocaliza-
tion, which continued long after vocal sound ended, F(4, 44) �
8.47, p 	 .01, 
2 � .11. Importantly, these effects began 3,196 ms
prior to the onset of vocal sound, confirming that vocalists’ head
movements are not only a result of vocal sound production. These
results indicated that vocalists vertically raised their head during
happy and neutral vocalizations and lowered their head during sad
vocalizations. Very sad productions appeared to exhibit larger
downward vertical displacement relative to sad productions. A
similar relationship was not found for happy vocalizations. No
effect of statement or its interactions was found in the analysis,
confirming that lexical content did not affect vertical head move-
ments. We then analyzed lateral (left–right, y) head displacement
with a three-way repeated-measures fANOVA. No significant
effects were indicated. The speed of vertical head movements did
not vary noticeably with the expressed emotion, and so vertical
velocity was not examined.

We next examined vocalists’ rotational head movements. A
three-way repeated-measures fANOVA was conducted on vocal-
ists’ rotational pitch (tilting up–down, �) head movements. No
effect of channel or its interactions was found in the analysis,
confirming that speech and song exhibited similar rotational pitch
movements. Figure 3d shows vocalists’ mean rotational pitch
values across all trials by emotion conditions. Regions of statistical
significance (p 	 .05) are indicated by the black horizontal bar in
the time line. A significant main effect of emotion was found
throughout vocalization, which continued after vocal sound ended,
F(4, 44) � 8.93, p � .005, 
2 � .10. Importantly, these effects
began 3,748 ms prior to the onset of vocal sound, beginning during
the task presentation epoch. These results corroborate the findings
for vertical head movements, confirming that vocalists’ head
movements are not simply a result of vocal sound production.
Vocalists appeared to tilt their heads upward for happy utterances
and downward for sad utterances. Very happy and very sad pro-
ductions also appeared to exhibit larger rotational pitch relative to
their happy and sad counterparts, respectively, with very happy
showing more ceiling-directed rotation relative to happy, and very
sad showing more floor-looking rotation relative to sadness. No
effect of statement or its interactions was found in the analysis.
The speed of pitch rotation movements did not appear to vary
noticeably with the expressed emotion, and so pitch velocity was
not examined. We then analyzed yaw (turning left–right, �) and
roll (ear to either shoulder, �) measures. No significant effects
were indicated for either rotational angle.

Collectively, these results suggest that vocalists’ head move-
ments varied consistently with the vocalized emotion. Importantly,
these movement trajectories were comparable across vocal chan-
nels (speech and song) and lexical variability (four different state-
ments). Furthermore, emotionally dependent movements began
well before the onset of vocal sound for vertical and rotational
pitch movements, confirming that some aspects of head movement
are not simply a by-product of vocal sound production. These
results provide preliminary support for the hypothesis that head
movements function to visually express emotion.

Voice acoustics. We next examined the prediction that F0

would vary characteristically with emotion in speech but would
remain constant across emotional conditions in song. Mean F0

values of speech utterances were analyzed in a three-way mixed-
design ANOVA, with emotion (5) and statement (4) entered as

within-subject factors and gender (2) entered as a between-subjects
factor. A main effect of emotion was found, F(1.74, 17.40) �
15.53, p 	 .001, 
p

2 � .61. Pairwise comparisons confirmed that
very happy speech (M � 253.34 Hz, 95% CI [215.47, 291.2])
yielded a higher F0 than did happy (M � 211.4 Hz, [169.73,
253.08]), neutral (M � 175.57 Hz, [143.38, 207.76]), sad (M �
186.75 Hz, [143.95, 229.55]), and very sad (M � 199.21 Hz,
[159.37, 239.06]) spoken utterances. In addition, happy speech
yielder a higher F0 than did neutral speech. No effect of statement
was found, F(3, 33) � 1.94, p � .14. As expected, a main effect
of gender was found, F(1, 10) � 57.72, p 	 .001, 
p

2 � .85. No
interactions with gender were indicated (all ps � .50). These
results confirm that vocalists varied their F0 in systematic ways
across emotions in speech.

Next we analyzed mean F0 of song utterances in a three-way
mixed-design ANOVA. Importantly, no effect of emotion was
found, F(4, 21.14) � 0.11, p � .98. No effect of statement was
found, F(3, 11.92) � 1.27, p � .30. As expected, a main effect of
gender was reported, F(1, 10) � 11,704.67, p 	 .001, 
p

2 � .99. No
interactions with gender were reported (all ps � .45). Collectively,
these results confirm the prediction that F0 varies systematically
across emotions in speech but is held relatively constant across
emotions in song.

Relating head movements and vocal acoustics. To examine
whether head motion was related to vocalists’ F0, we regressed the
voiced portions of each F0 time series contour on the six degrees
of head motion, using separate multiple linear regressions for
every trial (n � 960). This analysis replicates that performed by
Munhall et al. (2004) and Yehia et al. (2002). The predictors were
horizontal, lateral, and vertical displacement, yaw, pitch, and roll
rotation angles, while the criterion variable was F0. A three-way
repeated-measures ANOVA was conducted on the resultant
squared correlation coefficients, representing variance accounted
for, with vocal channel (2), emotion (5), and statement (4) entered
as within-subject factors. A main effect of vocal channel was
reported, F(1, 11) � 16.7, p � .002, 
p

2 � .6, in which the mean
percentage of variance in F0 accounted for by motion of the head
in speech (M � 76.4%, [.73, .80]) was significantly greater than
the mean variance accounted for in singing (M � 67.0%, [.64, .70]).
A main effect of emotion was also reported, F(2.44, 26.89) � 4.13,
p � .021, 
p

2 � .27, with very happy (M � 68.2%, [.65, .71]), happy
(M � 69.6%, [.66, .73]), neutral (M � 74.3%, [.70, .79]), sad (M �
75.4%, [.73, .78]), and very sad (M � 71%, [.66, .76]). Pairwise
comparisons confirmed that very happy vocalizations accounted
for less of the variance in F0 than did sad vocalizations. A main
effect of statement was also found, F(4, 33) � 3.09, p � .04, 
p

2 �
.22, with the “Door (M � 73.4%, [.71, .76]), “Ball” (M � 69.9%,
[.67, .73]), “Bank” (M � 72.3%, [.70, .76]), and “Beat” (M �
70.8%, [.68, .74]) statements. Pairwise comparisons confirmed
that “Bank” utterances accounted for more of the variance than
did “Ball” utterances. These results indicate the variation in F0

explained by head movements varied to some extent with the
expressed emotion and statement. No other main effects or inter-
actions were found. These results confirm that although head
motion was related to F0, head motion became less predictive of F0

during vocal production of a fixed melody than during speech.
As a complement to the previous analysis, a test was done to

examine whether head movements prior to vocal production were
related to F0. We chose movements prior to vocal production,
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because movements succeeding vocalization are directly influ-
enced by the preceding movements used in the control of F0. We
regressed the mean F0 of an utterance on the means of the six
degrees of head motion during the time period from stimulus
presentation to vocal onset for that same utterance. A stepwise
regression with backward elimination was performed. For the
stepping method criteria, the p value for including a variable was
set at .05 and the p value for excluding a variable at .10. The model
with the final adjusted R2 was chosen. Head movements in the
absence of vocal sound were found to explain a significant pro-
portion of variance in F0, R2 � 0.02, F(3, 959) � 7.67, p 	 .001.
Horizontal, � � �.099, t(959) � �3.09, p � .002; vertical, � �
.088, t(959) � 2.74, p � .006; and yaw, � � �.078,
t(959) � �2.44, p � .015, movements were found to significantly
predict F0 values. However, although head movements in the 7 s
preceding vocal production were related to their subsequent F0, the
movements explained a much smaller percentage of the variance
than did the movements that occurred during vocal sound produc-
tion (2% vs. 71.7%, respectively). This relationship is to be ex-
pected, because movements preceding vocal sound and F0 during
production both reflect the expressed emotion. These results fur-
ther confirm that vocalists’ F0 are related to their head movements,
but only to an extent.

Perceptual task. Mean response rates for each of the three
emotion categories in the perceptual task are shown in Table 1.
Participants’ mean accuracy across all utterances was M � .71,
SE � .02. To determine whether observers’ accuracy scores dif-
fered from chance, we conducted separate one-sample t tests with
a chance estimate of .33 for each vocal–channel–emotion cate-
gory. Significance levels were corrected for multiple comparisons
with False discovery rate and a q value of .05 (Benjamini &
Hochberg, 1995). All 10 vocal channel–emotion categories were
correctly identified significantly above chance (.33), indicating the
stimuli were perceived on the basis of their vocal content to match
the instructed emotional state. Accuracy scores and their variation
between emotional categories were comparable to those com-
monly reported in the vocal emotion literature, where neutral,
happiness, and sadness are identified at approximately 74%, 57%,
and 71%, respectively (Juslin & Laukka, 2003; Scherer, 2003).

Discussion

Vocalists exhibited different patterns of head motion that varied
with the intended emotion. During sad vocalizations, vocalists
exhibited a “downcast” posture, with vertical lowering of the head

and floor-looking rotational pitch of the head. These movement
patterns differed systematically from those during happy vocaliza-
tions, which exhibited ceiling-directed rotational pitch, earlier on-
set, and higher velocity of forward-moving horizontal movement.
Neutral vocalizations generally exhibited an attenuated pattern of
movements relative to other emotions. Very happy and very sad
productions generally showed a greater magnitude of head move-
ment relative to their happy and sad counterparts. Head movement
trajectories were similar across vocal channels (speech, song) and
varying lexical content (four statements), transcending differences
in speech and song, and lexical variability. Emotion-based head
movement also occurred immediately before and after sound pro-
duction, with vertical and rotational pitch movements beginning
before the onset of vocal sound and continuing after vocal offset.
Collectively, these results suggest that head movements reflect the
emotional intent of the vocalist, and those aspects of expressive
head movement are not simply a by-product of vocal sound pro-
duction.

Fundamental frequency of the voice varied with emotion during
speech, as suggested by previous research (Cowie et al., 2001), and
remained constant across emotions during song, as predicted for
the fixed-pitch melody. Furthermore, head motion was correlated
with F0, more so for speech than for song. Vocalists’ F0 in speech
increased for happy and very happy utterances relative to neutral,
sad, and very sad vocalizations (Cowie et al., 2001; Scherer, 2003).
Consistent with previous reports of mixed findings when compar-
ing F0 of speech emoted with neutral and sad states (Scherer,
Banse, Wallbott, & Goldbeck, 1991), vocalists’ F0 for sad and very
sad utterances did not decrease relative to neutral utterances. In
sum, changes in F0 in speech coincide with head motion, but F0

alone cannot account for observed differences in head movements
during emotional vocal communication.

The perceptual task confirmed that vocalists in Experiment 1
were producing the instructed expressions of emotion. Perceivers’
accuracy rates were comparable to those reported in the literature
for emotional speech and singing tasks (Cowie et al., 2001; Juslin
& Laukka, 2003; Livingstone et al., 2015; Scherer, 2003). The
perceptual task was an important methodological check, because it
provides confidence that the recordings analyzed in Experiment 1
were representative expressions of emotion.

The results of Experiment 1 confirmed that vocalists exhibited
distinct patterns of head movements that varied with the emotional
intent. Some aspects of expressive head movements began prior to
and continued after sound production. These findings suggest that

Table 1
Mean Accuracy Scores (% Correct) for the Perceptual Task in Experiment 1 and Results of
Separate One-Sample t-Tests With a Chance Estimate of .33

Emotion

Speech Song

Mean SE Chance test Mean SE Chance test

Neutral .84 .03 t(19) � 19.45, p 	 .001 .74 .04 t(19) � 10.98, p 	 .001
Happy .56 .04 t(19) � 5.42, p 	 .001 .40 .03 t(19) � 2.45, p � .024
Very Happy .93 .03 t(19) � 21.79, p 	 .001 .69 .03 t(19) � 13.78, p 	 .001
Sad .75 .04 t(19) � 11.09, p 	 .001 .64 .04 t(19) � 7.81, p 	 .001
Very Sad .87 .03 t(19) � 20.42, p 	 .001 .70 .03 t(19) � 12.35, p 	 .001

Note. p values are corrected for multiple comparisons.
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vocalists’ head movements function as a visual form of emotional
communication. We examined this hypothesis further in the next
experiment.

Experiment 2

In Experiment 2, viewers identified vocalists’ emotional intent
from silent visual displays of their head movement during speech
and song. Silent video recordings of vocalists’ heads with facial
features occluded were presented, such that only whole-head mo-
tion cues were present. Because similar head movements for
speech and song were found in Experiment 1, we hypothesized that
observers would reliably distinguish the intended emotion of the
vocalists from their head motion with similar levels of accuracy for
both speech and song.

Method

Participants. Twenty-four native English-speaking adults (17
female and seven male, mean age � 21.6 years, SD � 3.9) were
recruited from the McGill community. Participants had received
varied amounts of private music instruction (M � 5.5 years, SD �
5.3), singing experience (M � 1.7 years, SD � 2.5), and drama
experience (M � 0.7 years, SD � 2.1). No participants from the
previous experiment participated in Experiment 2.

Stimuli and apparatus. Two singers (one female, one male)
who participated in Experiment 1 were asked to participate in
Experiment 2. The two singers were selected because their level of
vocal experience was similar to the group mean in Experiment 1,
Singer 1 (M � 9 years); Singer 2 (M � 6 years); group (M � 9.83
years), and their vocalizations received high rates of emotion
identification accuracy in the perceptual task (M � .79). Two
additional participants from Experiment 1 with similar levels of
experience were invited to participate but declined. The two par-
ticipating singers were invited back for a new experimental session
and were video-recorded while speaking and singing statements
with the emotional intentions of very happy, neutral, and very sad.

The vocalists were given no further information about the goals of
the experiment. Statements, melody, and trial structure were the
same as in Experiment 1. Vocalists were recorded with a JVC
Everio GZ-HD6 video camera and an AKG C414 B-XLS cardioid
microphone. Vocalists stood in front of a green screen cloth,
illuminated with three Cameron Quartz Imager Q-750 lights with
white-diffusion parabolic umbrellas.

Stimulus recordings were trimmed to contain only the time
region during vocalized sound, to ensure that observers were
identifying emotion on the basis of head movements that occurred
during vocal sound production. Vocal time regions were deter-
mined with Praat (Boersma & Weenink, 2010), and video record-
ings were edited with Adobe Premiere Pro CS5. Chroma key
compositing (green screen replacement) was applied, with the
background set to a single green color (hex #03804e). Video
recordings of vocalists’ faces were then occluded using skin-toned
ellipses; an example is shown in Figure 4. Compositing of head
motion tracking and ellipse layer were performed with Adobe
After Effects CS5 (see also the movie in the online supplemental
material). Stimuli were presented with E-Prime 2.0 software (Psy-
chology Software Tools, Pittsburgh, PA) on a windows PC, con-
nected to a 19-in. Dell flat-screen LCD monitor, at a distance of
approximately 1 m from the participant.

Design and procedure. The experiment used a Vocal Chan-
nel (2 levels: speech or song) � Vocalist (2 levels) � Emotion (3
levels: happy, neutral, sad) � Statement (4 statements mentioned
in Stimuli and Apparatus section of Experiment 1) � Repetition (2
levels) within-subject design with 96 trials per participant. Trials
were blocked and counterbalanced by production and presented in
a pseudorandom order.

Participants sat in front of a computer and were told that they
would be presented with short videos of people speaking and
singing with different emotions. They were told that the videos
would have no sound and that people’s faces would be occluded.
Participants were asked to identify the emotion they thought the
vocalist was expressing, using a forced-choice categorical re-

Figure 4. Still images from happy (top row), neutral (middle row), and sad (bottom row) movie stimuli used
in Experiment 2. Downward-tilted rotational head pitch is visible in the sad vocalization example.
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sponse measure (neutral, happy, sad). Participants also completed
a background questionnaire about their singing, acting, and musi-
cal experience. Participation in the experiment took approximately
30 min.

Data were coded as 1 (correct) when the emotional category
selected by the observer matched the emotional category that the
vocalist had been asked to portray and 0 (incorrect) otherwise. We
used the term accuracy to refer to the proportion of correct
responses. To correct for possible response bias in the multilevel
response task, we also calculated unbiased hit rates (Wagner,
1993). Unbiased hit rate scores are proportion scores (0–1) and
were arcsine square root transformed prior to analysis. The factors
vocalist, statement, and repetition were collapsed over during
analysis. Accuracy and unbiased hit rate scores were analyzed with
repeated-measures ANOVAs. When Mauchly’s sphericity test was
significant, Greenhouse-Geisser’s correction was applied. Effect
sizes are reported with partial eta-squared values, means are ac-
companied by 95% confidence intervals, and pairwise compari-
sons were adjusted using Bonferonni correction. Statistical tests
were conducted in Matlab 2013b and SPSS v20.0.0.

Results

A two-way repeated-measures analysis of variance (ANOVA)
was conducted on observers’ mean accuracy (% correct) with
vocal channel (2) and emotion (3) as within-subject factors; mean
values are shown in Figure 5. A significant main effect of emotion
was reported, F(1, 23) � 26.49, p 	 .001, 
p

2 � .54, with higher
accuracy for neutral (M � 79.8%, 95% CI [.73, .86]) and happy
(M � 69.8%, [.64, .76]) than for sad (M � 55.9%, [.51, .61])
emotions. In addition, a two-way interaction of Channel � Emo-
tion was reported, F(2, 46) � 6.57, p � .003, 
p

2 � .22, illustrated
in Figure 5. Post hoc comparisons (Tukey’s HSD � .1,  � .05)
confirmed that the neutral emotion was identified more accurately
in speech (M � 84.9%, 95% CI [.79, .91]) than in song (M �
74.7%, [.66, .84]), whereas happy and sad did not differ between
channels. No significant effect of vocal channel was reported, F(1,
23) � 3.59, p � .071, with speech (M � 70.2%, [.65, .75]) and
song (M � 66.8%, [.62, .71]).

To determine whether observers’ accuracy scores differed from
chance, we conducted one-sample t tests with a chance estimate of
.33. Observers identified the emotional intent of vocalists overall
well above chance levels (M � 68.5%, [.64, .73]), t(23) � 16.99,
p 	 .001, d � 7.09. Within each emotion, vocalists’ intended
expressions were all identified above the level of chance: happy
(M � 69.8%), t(23) � 12.77, p 	 .001, d � 5.32; neutral (M �
79.8%), t(23) � 14.74, p 	 .001, d � 6.15; and sad (M � 55.9%),
t(23) � 9.63, p 	 .001, d � 4.02. These results confirm that
observers accurately decoded vocalists’ intended emotions above
chance on the basis of silent face-occluded head-motion displays.

To correct for possible response bias in multilevel response
tasks, we repeated the analysis for the data converted to unbiased
hit rates (Wagner, 1993). For ease of readability, pretransformed
unbiased hit rate means (0–1) are reported. The same two-way
repeated-measures ANOVA was conducted on observers’ unbi-
ased hit rate scores with vocal channel (2) and emotion (3) entered
as within-subject factors. A main effect of vocal channel was
reported, F(1, 23) � 4.51, p � .045, 
p

2 � .16, confirming that
speech (M � .51, [.45, .56]) was identified more accurately than
was song (M � .48, [.43, .53]). Responses also varied significantly
across the emotional categories, F(1.65, 36.88) � 44.5, p 	 .001,

p

2 � .66, with higher values for neutral (M � .56, [.49, .64]) and
happy (M � .58, [.52, .64]) than for sad (M � .34, [.29, .39]). A
two-way interaction of Channel � Emotion was also reported, F(2,
46) � 6.15, p � .004, 
p

2 � .21. Post hoc comparisons (Tukey’s
HSD) confirmed no differences between channels were found for
happy, neutral, or sad emotions. Overall, unbiased hit rate mea-
sures replicated the results of the analyses on raw hit rates.

Discussion

Observers accurately identified the intended emotion of vocal-
ists well above chance levels, solely on the basis of head move-
ments presented without facial features or acoustic vocalizations.
This finding confirms that head motion accompanying vocaliza-
tion can convey emotional content for happy, sad, and neutral
vocalizations. Observers’ accuracy of emotional identification var-
ied with the vocalized emotion: Head movements associated with
happy and neutral productions were identified more accurately
than were those associated with sad productions. This result sug-
gests that some emotional head movements are more readily
identifiable than others. This outcome replicates findings com-
monly reported in the facial and vocal expression literature, where
some emotions are conveyed more accurately than others.

Vocalists’ intended emotions were identified at similar levels of
accuracy across speech and song, in both uncorrected (speech �
70%; song � 67%) and corrected (speech � 51%; song � 48%)
measures. Although differences in accuracy for the neutral emo-
tion were observed between speech and song, happy and sad
emotions were identified equally accurately across speech and
song. Overall, these results support the hypothesis that vocalists
encode emotion using similar expressive head motion profiles
when speaking and singing.

General Discussion

Two experiments provide converging evidence that a vocalist’s
emotional intent during speaking and singing is encoded in head

Figure 5. Observers’ mean accuracy (% correct) by emotion and vocal
channel in Experiment 2. Dashed horizontal line indicates chance perfor-
mance (.33). Error bars represent 1 standard error of the mean. See the
online article for a color version of this figure.
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motion. Motion capture analysis demonstrated that vocalists’ head
movements showed similar patterns of translational displacement
and velocity and rotational movement for a given emotional intent
(very happy, happy, neutral, sad, very sad) across speech and song,
transcending changes in fundamental frequency that were system-
atic (fixed) in song but free in speech. The head movement
trajectories were also comparable across four different sentences,
confirming that head movements were not affected by lexical
variability. Emotion-related head movements also occurred imme-
diately prior to and after sound production, with rotational pitch
(floor-or-ceiling looking) and vertical head motion beginning 3–4
s before the onset of vocalization and continuing for 2.4 s after
vocalization had ended. The influence of head movements—pre-
sented without facial features or sound—on viewers’ subsequent
identification of emotional intent provides further evidence that
head motion during speech and song functions as a visual form of
emotional communication.

Vocalists’ fundamental frequency (F0) varied predictably with
vocalists’ emotional intent in speech, increasing for happy and
very happy utterances relative to neutral, sad, and very sad vocal-
izations (Cowie et al., 2001; Scherer, 2003). In contrast, F0 re-
mained constant across emotions in song, varying only with the
prescribed melody. Changes in vocalists’ head movements corre-
lated with changes in their F0; the variance in F0 accounted for by
the six degrees of freedom of head motion was lower for song, in
which F0 is fixed by the melody, than for speech. The fact that
other factors influence head movements beyond F0 is underscored
by the presence of emotionally distinct head movements in the
absence of F0 (right before or after vocalizations). The variation
seen in head movements during vocalized sound may reflect
orofacial movements of the jaw (Tasko & McClean, 2004;
Vatikiotis-Bateson & Ostry, 1995), which are tied to the produc-
tion of vocal intensity, and suprasegmental features of speech such
as stress and prominence (Hadar, Steiner, Grant, & Rose, 1983;
Munhall et al., 2004). Thus, vocal head movements observed here
seemed to arise from at least two distinct sources—changes in
acoustic parameters of the voice and changes in the expression of
emotion. These results provide a novel extension to models of head
motion in which linguistic and acoustic motor factors are the
primary determinants of head movements (Munhall et al., 2004;
Thompson & Russo, 2007; Thompson et al., 2010; Yehia et al.,
2002, 1998).

Vocalists’ emotions were differentiated not by a single move-
ment trajectory but by a collection of head movement cues. Happy
vocalizations exhibited larger and faster forward movement, rais-
ing of the head, and ceiling-looking rotational pitch. Conversely,
sad expressions had slower forward movement, lowering of the
head, and floor-looking rotational pitch. Neutral expressions ex-
hibited attenuated movement along these dimensions. The emo-
tional intensity of vocalizations was further differentiated by the
magnitude of head movements: More-intense vocalizations gener-
ally showed larger movement patterns than did their less-intense
counterparts, with very happy utterances exhibiting larger and
faster forward movements and more ceiling-looking rotation rel-
ative to happy vocalizations and very sad utterances exhibiting
more-forward movement and lowering of the head and greater
floor-looking rotation relative to sad vocalizations. Encoding of
emotion through a collection of cues, in this case the dimensions,
magnitude, and direction of head movements, is also thought to be

the basis of emotional communication in facial expressions, where
expressions can be described through the combination of muscle
action units (Ekman & Friesen, 1978). Similarly, emotional com-
munication in music and speech acoustics is thought to occur
through variations in acoustic cues (Juslin & Laukka, 2001,
2003; Livingstone et al., 2010; Scherer, 1995, 2003). Impor-
tantly, Experiment 2 confirmed that observers could identify
vocalists’ intended emotions from the presence of head move-
ments alone. These results support the hypothesis that head
movements function as part of an emotional code that is shared
by encoders (vocalists) and decoders (observers;Ekman & Fri-
esen, 1969; Elfenbein & Ambady, 2002). The use of head
gestures by vocal performers may therefore function to support
the emotional message conveyed by the voice, complementing
the auditory signal with motion.

The present study contributes several novel findings to the
understanding of emotion. First, specific patterns of head move-
ments were found to reflect a vocalist’s emotional intent for
expressions of happiness and sadness. The relationship between
head pose and an individual’s emotional state has been posited
(Atkinson et al., 2004; Darwin, 1872/1965; Matsumoto & Will-
ingham, 2009; Wallbott, 1998), with prior work finding a link
between head tilt and the nonverbal expression of self-conscious
emotions such as pride and shame (Keltner, 1995; Nelson &
Russell, 2014; Tracy & Robins, 2004). This is the first study to our
knowledge to quantify the extent of these movement parameters,
which included direction, rotation, and velocity of head motion,
and that these movements distinguished happy and sad expressions
of emotion, along with the intensity of these expressions. Second,
we found that emotional head movements occurred before and
after vocal sound production. Ceiling- and floor-looking rotational
pitches and vertical movement of the head began prior to the onset
of sound. When vocalization was initiated, forward movement of
the head co-occurred with emotionally distinct forward-moving
velocity with more-pronounced rotational pitch and vertical head
movements. Although previous research has noted a relationship
between rotational pitch and head motion (Atkinson et al., 2004;
Boone & Cunningham, 1998), we are not aware of any reference
to forward movement of the head in connection with emotion;
expressive head movements accompanying vocalization may be
qualitatively different from those occurring in a nonvocal con-
text. Third, observers accurately identified a vocalist’s emo-
tional intent solely on the basis of head movements. To our
knowledge, this is the first demonstration of emotion identifi-
cation based solely on dynamic displays of head motion. Ob-
servers in a previous study (Ekman, 1965) identified emotions
from still photographs showing either head only, body only, or
head and body together. Because facial expressions were not
obscured, it is unclear whether head pose contributed to ob-
servers’ perception of emotion. In another study, observers
identified emotions from hand-drawn images of different head
orientations (Schouwstra & Hoogstraten, 1995). Because the
images were not of human participants, it is unclear whether the
images captured representative expressions of emotion. In more
recent work, observers distinguished between displays of pos-
itive and hubristic pride from videos of dynamic facial expres-
sions that showed the head and shoulders (Nelson & Russell,
2014). Because facial expressions were not obscured in this
study, the extent to which head pose contributed to observers’
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emotional recognition is unknown. In contrast, the present
study used video recordings of participants to capture the full
range of expressive head movements, without the influence of
facial features.

An ability to recognize emotional intent from head motion alone
may also have applications in the area of automatic emotion
recognition. With the rapid pace of development in artificial in-
telligence and robotics, computers are increasingly used in security
situations, where video cues in the absence of audio cues is
common, and as virtual or robotic agents that interact with hu-
mans, an area referred to as socially interactive robotics (Fong,
Nourbakhsh, & Dautenhahn, 2003; Ishiguro, 2007). The addition
of expressive vocal head movements may improve the realism of
vocalizing humanoid robots and on-screen virtual avatars (Busso,
Deng, Grimm, Neumann, & Narayanan, 2007), helping to close the
realism gap referred to as the “uncanny valley” (Mori, MacDor-
man, & Kageki, 2012). That head movements encode a vocalist’s
emotional intentions may have applications in the area of auto-
mated affect recognition. Decoding an individual’s emotional state
in situations of visual noise and facial occlusion may be improved
by using the information encoded in vocal head movements (Fasel
& Luettin, 2003).

The present study has two notable limitations. Head movements
were examined for only two emotional categories: happiness and
sadness, with a neutral control condition. These emotions were
selected because they exhibit low rates of confusion in perceptual
studies. Happiness and sadness reflect differences in emotional
valence and are thought to embody positive and negative valence,
respectively (Frijda, 1986). Differences between the positive emo-
tional conditions (very happy, happy) and negative emotional
conditions (very sad, sad) may reflect aspects of emotional valence
(upward for positive, downward for negative), rather than distinct
categories of basic emotions. Differences in head tilt may also
reflect the role of self-conscious emotions (Keltner, 1995; Nelson
& Russell, 2014; Tracy & Robins, 2004). An important avenue for
future work would be to investigate a broader set of discrete
emotions, including anger, fear, disgust, and surprise. Because
the present work reported on several novel aspects of vocal
emotional head movements, including the effect of intensity on
size of head movements, we theorize that a broader set of
distinct emotions can be conveyed to observers by a vocalist’s
head movements.

A second limitation was the use of induced emotional expres-
sions (sometimes called “simulated” or “posed” in the facial ex-
pression literature, see Bänziger et al., 2012; Gosselin, Kirouac, &
Dore, 1995), instead of naturally occurring “spontaneous” displays
of emotion. A criticism of instructed expressions is that they can be
exaggerated, leading to inflated rates of observer agreement rela-
tive to spontaneous displays (Cohn & Schmidt, 2004; Elfenbein &
Ambady, 2002; Motley & Camden, 1988; Wagner, MacDonald, &
Manstead, 1986). The use of spontaneous expression paradigms
may yield attenuated patterns of head movement relative to those
reported in Experiment 1 or result in lower rates of observer
agreement than those found in Experiment 2, or both. Induction
procedures like the one used in the current study are increasingly
used to obtain more-genuine expressions of emotion, while retain-
ing the control required for a within-subject design (see also
Bänziger et al., 2012; Douglas-Cowie et al., 2007; Ebner, Riediger,
& Lindenberger, 2010; Kaulard et al., 2012; Livingstone et al.,

2014). The comparison of induced and spontaneous displays of
vocal emotional communication is an important avenue for further
research. Video-based motion tracking, which does not require the
use of motion capture markers, will likely be required to enable
natural recordings of live music performances and real-world
speech, although there remain many unsolved technical and theo-
retical issues when using naturalistic recordings (Douglas-Cowie,
Campbell, Cowie, & Roach, 2003; Scherer, 2003).

Conclusion

In two experiments, we demonstrated that vocalists’ head
movements encode emotional information in speech and song
and that observers could identify emotions on the basis of head
movements alone. Seasoned oratory and singing performers are
renowned for their dramatic and expressive use of head and
facial movements. These head movements may therefore func-
tion in part to support the acoustic signal, communicating
emotion through motion.
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