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Controlling musical emotionality: an 
affective computational architecture 
for influencing musical emotions

1	 Introduction
Arguably music’s most enduring feature in 
the Western tradition is the communication of 
emotion (Juslin 2001). Music has the capacity 
to engender affect in listeners in powerful 
and often deeply personal ways. While the 
form this affect takes is still a matter of debate 
(Gabrielsson 2001; Kivy 2002; Scherer 2004), 
the body of scientific evidence in support of 
this hypothesis is considerable. Music’s opera-
tion as an affective medium has in turn seen 
it employed in numerous domains, notably in 
cinema (Cohen 2001). Since the turn of the 
20th century, empirical music psychologists 
have sought to determine what it is within 
music that can elicit or communicate emotion. 
With a growing body literature we are now at 
the point where these relationships between 
musical features and emotional connotations 
can be used to modify a musical work’s 
emotionality with consistent, repeatable and 
quantifiable outcomes. 

A computational methodology permits 
an examination of the musical emotionality 
precept in greater detail. Modifications to 
the music experienced by the listener can be 
expressed at two levels, a change in the work’s 
score and the performative interpretation. 
Such changes to a musical work’s emotional-
ity can be gathered from the audience in 

Steven R. Livingstone1,3, Ralf Mühlberger1, Andrew R. 
Brown2,3 and Andrew Loch1,3

1 	 The University of Queensland, Australia
2 	 Queensland University of Technology, Australia
3 	 The Australasian CRC for Interaction Design, Australia

srl@itee.uq.edu.au   
a.brown@qut.edu.au
ralf@itee.uq.edu.au
loch@itee.uq.edu.au

Abstract

Emotions are a key part of creative endeav-
ours, and a core problem for computational 
models of creativity. In this paper we discuss 
an affective computing architecture for the 
dynamic modification of music with a view to 
predictably affecting induced musical emotions. 
Extending previous work on the modification 
of perceived emotions in music, our system 
architecture aims to provide reliable control of 
both perceived and induced musical emotions: 
its emotionality. A rule-based system is used 
to modify a subset of musical features at two 
processing levels, namely score and perform-
ance. The interactive model leverages sensed 
listener affect by adapting the emotionality of 
the music modifications in real-time to assist the 
listener in reaching a desired emotional state.
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real-time with physiological response capture 
techniques and other monitoring methods. 
While post-testing or self-reporting response 
techniques are also an excellent measure for 
empirical analysis, the temporal dynamic af-
forded by certain physiological metrics can be 
leveraged in the form of an adaptive feedback 
mechanism. 

In this paper we outline an affective 
computing architecture designed to influence 
induced musical emotions through modifica-
tion of a work’s score and performance. These 
modifications are brought about through the 
application of a set of rules, triggered by 
monitoring and analysis of the audience’s 
emotional states. A rule engine applies 
modifications to the structure and performance 
of musical features, such as tempo, mode, and 
dynamics that previous research has shown are 
associated with particular emotions (Living-
stone and Brown 2005). 

2	 Musical emotions
2.1	 Induction, expression and percep-

tion of musical emotions
While conceptually musical emotion is often 
treated as a rather amorphous quantity, the 
reality is that it can in fact be discussed in a 
simple and precise terminology when viewed 
as a transmissible entity in a multi-stage 
process; or life cycle. The distinction between 
expression and induction of musical emo-
tions has its roots in the early philosophical 
differentiation of cognitivism and emotivism 

(Kivy 1989). Emotivists contend that music 
can induce emotion in listeners in response 
to musical stimuli, while cognitivists adjudge 
that music can only express or represent 
emotion. It is our belief that musical emotion 
exists in both roles—as an expressive repre-
sentation and as an affective response—along 
with a third important form, perceived expres-
sive intent, as described in the Music-emotion 
life cycle of Figure 1.

The significance of such distinctions in 
Figure 1 has been underscored by music 
educators, and others, when describing 
musical epistemology (Swanwick 1988; 
Brown 2000). This minimalist representation 
does not detail the processes behind each step 
nor their potential for overlap or conflation. 
For example, whether the performer was 
previously also a listener, how improvisation 
conjoins many steps, how external factors in-
fluence emotion induction (including attitudes, 
physiological state, see Livingstone et al. 
2005a; Livingstone et al. 2005b), or how step 
1 emotion came about and was then translated 
into step 2 emotion. For the discussions in this 
paper it is important to emphasise that step 4 
is self-induced emotion prior to performance, 
and differs to step 7 which is emotion induced 
due to the listening process.

The Music-emotion life cycle highlights 
a distinction between three forms of emotion: 
induced, expressed and perceived. Delineat-
ing musical emotion into these three subsets 
allows for a more flexible grammar, both for 
the purposes of discussion and computation. 

Figure 1. The Music-emotion life cycle illustrates how the roles of composer, performer and listener equate 
with different aspects of emotionality in a musical work. Within the life cycle, steps 1, 4, & 7 may or may not 
operate, and are dependant upon the music and actor instances.
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Induced emotion is that felt by, or elicited in, 
an observer in response to a given stimulus or 
event (for example, memory). For illustrative 
purposes consider the following example: 
a smiling clown may induce happiness in 
a child. Expressing emotion is the embodi-
ment of emotion through audio, visual, or 
other forms of stimulus; the clown expresses 
happiness by smiling. Lastly, perceiving 
emotion is the act of sensing/detecting 
expressed emotion in the stimulus (whether 
or not the emotion was intended or genuine); 
the child perceives the clown to be expressing 
or feeling happiness. Importantly, each form 
of emotion is distinct as the link between 
each is not always transitive. That is, a happy 
person may not always express happiness in 
response to an event, due to for example social 
norms; conversely, a seemingly happy event 
may not result in happiness being felt, due 
to for example a strong prior state of depres-
sion. Similarly, an observer may not always 
correctly perceive the intended emotion being 
expressed. For example “is the person crying 
out of joy or sadness?”

With a conceptual model of emotion 
transmission in place, we can move now to a 
discussion of a representational technique for 
computational implementation.

2.2	 Measurement and representation
For a computational architecture to leverage 
musical emotions a representation is required 
that is both consistent and quantitative. One such 
form is the ‘Two dimensional emotion space’ 
(Schubert 1999), and is used throughout the 
system architecture. For the remainder of this 
discussion we will refer to this representation as 
2DES. A critique and justification of 2DES has 
been discussed previously by the authors, and 
we refer the reader to Livingstone and Brown 
(2005) and Livingstone et al. (2005a). In 2DES 
emotions are mapped onto a two-dimensional 
plane, with the vertical axis representing arousal 
(energy level), and the horizontal axis as valence 
(pleasantness); see Figure 2. 

The 2DES is an effective, reductionist 
representation for describing perceived 
emotions. As discussed previously, judgement 
accuracy of perceived emotion has been found 
to be more robust and accurate than that of 
induced emotion (Livingstone et al. 2005a). 
Coupled with this, current physiological re-
sponse techniques are restricted largely to the 
capture of arousal, while ignoring valence. For 
these reasons and others the music-emotion 
rule engine used in the system is built upon 
rules and test results designed to influence 
perceived musical emotions. As discussed 
though, there exists a clear divide between the 
perception of emotion in music, ‘that piece 
sounds happy’, and the inducement of emotion 
‘that piece makes me feel happy’. There is 
growing support however for the hypothesis 
that the perception of a particular emotion can 
often translate into a similar induced emotion. 
In a survey of 141 participants, 74% stated 
that they always or often felt the same emotion 
as that which was being expressed by music 
(Juslin and Laukka 2004). In a similar study 
of 45 listeners, 70% of participants stated that 
they felt the same or similar emotion as to 
that which was being expressed in the music 
(Evans and Schubert, in press). These results 
suggest that it would be advantageous to 
investigate the effectiveness of the rule engine 
to influence induced emotion.

3	 A computational music-emo-
tion rule engine

3.1	 Collation and analysis
For over a century music psychologists have 
asked the question “what it is within music 
that allows it to convey emotion?” Many of 
these investigations involve the creation of 
rules, with musical experts first identifying a 
set of musical features and then correlating 
these with the musical work’s emotionality as 
described in listener self-reporting surveys. 
Music-emotion rules can be separated 
generally into two groups: structural and 
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performative. Structural rules are those used 
by the composer and relate to the music score 
itself, see step 2 in Figure 1. Performative 
rules are those used by the performer in their 
interpretive expression of the score, see step 5 
of Figure 1, and share many similarities. For 
a more detailed discussion on this separation, 
see Gabrielsson (2001) and Livingstone and 
Brown (2005).

Previous work by the authors collated a 
series of music-emotion structural rules, aided 
by recent summative works (Schubert 1999; 
Gabrielsson and Lindstrom 2001; Gabrielsson 
and Juslin 2003; Juslin and Laukka 2003). 
The index consists of music rules grouped 
into their respective emotional octants, where 
each octant (quadrant subdivision) is associ-
ated with a position on the 2DES plane. For 
a complete listing of the music-emotion rules 
see Livingstone and Brown (2005).

In Figure 2 a subset of the structural rules 
for two of the 2DES octants are highlighted. 
The numerical value in parenthesis beside 
each rule type is the number of independent 
studies that reported that result. For example, 
15 studies reported that works described as 
sad, or similar, had a slow tempo; 7 studies 
reported that such works were typically writ-
ten in a minor mode, and so on. 

From this investigation a series of recur-
rent rules were identified which featured in 
each emotional octant with some prominence 
(3 or more independent studies reporting 
the same result). When graphed visually on 
the 2DES, their importance in the control of 
perceived musical emotions was immediately 
evident, see Figure 3. They were subsequently 
labelled the Primary music-emotion structural 
rules after René Descartes, who in 1649 first 
enumerated the set of primary emotions in his 
work Les passions de l’ame (Soloman 2002). 

The diagram in Figure 3 shows each of 
the primary rules as a concentric ring. Rules 
near the periphery are based on the greatest 
number of studies, while those near the centre 
on the fewest number of studies. For example, 

‘happy’ music, which exists in quadrant 1, 
typically has a fast tempo (5th ring from centre, 
Q1, 20 studies), a major mode (4th ring from 
centre, Q1, 19 studies), above average loud-
ness (3rd ring from centre, Q1, 10 studies), and 
so on for each ring that exists in the quadrant 
for that emotion.

What is most striking about the figure is 
the reflective symmetry of the rules around 
the axes. For example, works described as 
having a positive emotion (happy, excited, 

Figure 2. The ‘Two dimensional emotion space’ (2DES), and music 
emotion structural rules grouped into their corresponding positions on 
the plane. Reprinted with permission from (Livingstone et al. 2005a). 

Figure 3. The Primary music-emotion structural rules 
graphed on the ‘Two dimensional emotion space’. 
Reprinted with permission from Livingstone and 
Thompson (2006), adapted from Livingstone and 
Brown (2005).
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tender) typically had a major mode and simple 
harmonies (4th ring from centre, Q1 and Q4); 
conversely, works described as negatively 
emotive were generally written in a minor 
mode with complex harmonies (4th ring from 
centre, Q2 and Q3). In this example, we see 
the use of opposing rules reflected around the 
vertical axis, which separates positive from 
negative emotions. This form of symmetry 
strongly suggests their use as a communica-
tion mechanism. We will return to this point 
shortly.

3.2	 System prototype: testing the rules
A system prototype operating on a symbolic 
music representation was constructed to 
test the effectiveness of the primary music-
emotion structural rules on influencing the 
perceived emotions of music. MIDI encodings 
of two musical works were selected, one from 
the Western classical music genre, the other 
from a popular computer game. For each work 
participants were first played the original 
unaltered piece, followed by a modified 
version in which a set of rules were applied. 
For example, those which shift the emotion 
towards quadrant 1 (happier): increasing the 
tempo, increasing the loudness, transposing to 
the major mode, raising the pitch, increasing 
the level of staccato articulation. The partici-
pants then marked on a 2DES sheet how they 
perceived the overall emotion of the work had 
shifted between the two versions. Results were 
encouraging for influencing music towards 
quadrants 1, 3 and 4; loosely described as 
‘happier’, ‘sadder’ and more ‘relaxed’. It was 
later found that methodological issues were 
largely responsible for lower than expected 
quadrant 2 results. 

Post-testing feedback also revealed that, at 
times, participants had trouble reporting the 
emotional changes, stating that the perform-
ances of the works were “too mechanical”. 
Indeed this is a common complaint against 
MIDI performances generated from sym-
bolic scores. In our testing only the structural 

information of the work was maintained, while 
all the performative information was stripped. 
Indeed, the separation of musical rules into 
structural and performative is largely an 
ontological one, and cedes nothing to the final 
audio experienced by the listener where the 
two rule sets are combined. Thus it has been 
identified that the presence and control of both 
structural and performative features is required 
for effective influencing of musical emotions.

The significance of performative aspects 
has been illustrated recently in a survey inves-
tigating the similarities between the expression 
of emotion in speech and music performance. 
An analysis of 104 studies on vocal emotion, 
and 41 on music performance found a strong 
similarity both in the communication accuracy 
and the patterns of emotion rules used to ex-
press particular emotions (Juslin and Laukka 
2003). These patterns, or groupings, are simi-
lar to those expressed in Figure 2. In an exten-
sion of these results, Livingstone aligned the 
previously collated structural music-emotion 
rules with these results, finding a 96% degree 
of 3-way rule agreement between expression 
of emotion in speech, music performance and 
music structure. These findings offer some 
of the strongest evidence yet that music is, at 
its heart, a form of emotional communication 
used in affective engagement (Livingstone and 
Thompson 2006). Based on these findings, our 
music modification system has been extended 
to incorporate a series of performative rules. 
These additional rules serve two purposes, 
firstly as a means of ‘humanising’ the work 
such that it sounds less ‘mechanical’, and 
secondly to provide additional methods of 
influencing musical emotions. Research into 
‘humanising’ the computer performance of 
MIDI works has been the aim of the KTH rule 
system for the last twenty years (Friberg 1995; 
Friberg 2006). The KTH rule collation and im-
plementation has assisted in the development 
of performative and humanising rules in this 
work. A complete list of rules implemented by 
the system can be found in Table 1.
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Table 1. List of music emotion rules and their implementation progress in the rule engine: complete (C), in 
development (D), removed (R). Rule types include structural (S), performative (P) and humanising (H). Hu-
manising rules are a superset of performative rules, however only performative rule values can be modified in 
realtime when a change in emotion is desired; humanising rules are applied pre run-time based on the work’s 
structure. This rule set is a significant enhancement over the previous system iteration.
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The history of empirical music analyses 
has yielded surprising insight into the forms 
and techniques used by composers and 
performers in the expression of emotion. The 
rules detailed in this paper offer a simple and 
relatively powerful method of influencing 
musical emotions. The use of these rules is 
however but one small step in the understand-
ing and influencing of musical emotion. 
Like Gabrielsson (1999), we believe that the 
application of these rules is intimately con-
nected with the composer’s and performer’s 
intentions for emotional expression of a work. 
In the present system iteration the majority 
of rules are applied without any local or 
global musical context; indeed without such 
analyses higher-order ‘intentions’ can never 
be ascertained. Future examinations could 
begin with the concept of musical expectations 
(Meyer 1956), a cornerstone of modern music 
emotion psychology (Lerdahl 2001; Narmour 
1990), and discussed previously by the authors 
(Livingstone et al. 2005b).

4	 System architecture
4.1	 Describing an affective architecture
Music is an immensely affective, abstract me-
dium. It has the power to express and induce 
a broad range of emotions in both the listener 
and performer. With the low cost and simplic-
ity of reproduction technologies, music is 
now ubiquitous in everyday life. From public 
transport to concert halls, operating theatres to 
elevators, it is now unusual for two hours to 
go by where the average person isn’t exposed 
to music in some way (Sloboda and O’Neill 
2001). With such a broad range of applica-
tions, the capability to influence how music 
affects a listener is a tantalising prospect. 
Through the modification of a musical work’s 
structure and method of performance, such a 
tool is possible. The previous system iteration 
had focused on the influencing of perceived 
musical emotions through a modification of 
structural features. As we have just outlined 

there are a number of new factors that can jus-
tifiably be included in the architecture of our 
computational music system. These include 
the growing support for a positive relationship 
between perceived and induced emotion, an 
enlarged rule set which includes performative 
aspects, and encouraging results for the partial 
sensing of induced emotional state.

There are two categories of implementa-
tion for our music emotionality system , the 
architectures of which are displayed in Figure 
4. In the autonomous model, the system can
operate without affective feedback, where
changes to the music are triggered via external
system events. The first example of such an
application would be as an adaptive music
system for a computer game. A second type of
situation, known as the interactive model, is
where an external agent monitors the actions of
a human user, and the analysis of these actions
is used as a basis for music modification as in,
for example, the use of music for controlling
stress or arousal in critical work places or
therapeutic sessions. We have discussed this
model in previous work (Livingstone et al.
2005a). The interactive model is where a human
user’s response is monitored, and score and
performance changes are made in real-time to
compensate for or escalate the emotionality.

4.2	 Automated capture techniques
User feedback to the system can be provided 
in a number of ways, including the monitor-
ing of interaction patterns such as keyboard 
and game controller usage, or physiological 
measurement such as skin conductance; 
a demonstrated measure of music affect 
response (Rickard 2004). These can provide 
the system with an indication of the listener’s 
current arousal level, one of the two emotional 
dimensions in the 2DES representation. This 
emotional status information can be utilised by 
the system, allowing it to adapt in real-time to 
modify the emotionality of the music, to help 
influence the audience to reach the desired 
emotional state. 
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Research is ongoing into ways of eliciting 
a person’s affective state from a diverse range 
of human characteristics and behaviours. 
Additional techniques that can be utilised in 
the music listening environment, and have not 
been discounted include: facial recognition/
pupil dilation, body posture/gesture/move-
ment, and multimodal (combination of these). 
Similarly with empirical psychology, these 
methods are restricted largely to the capture of 
arousal. To overcome this, Wang et al. (2004) 
combined elements of self-report with auto-
mated methods (such as facial recognition), in 
an attempt to measure valence. 

Studies have shown that humans derive 
high levels of affective information from 
facial expressions; the accuracy of which 
can be increased significantly when used in 
combination with body gestures (Gunes et 
al. 2003). While it has been shown that the 
facial expressions of performers influences the 
perceived affective judgements of the music 
by listeners (Thompson et al. 2005), there is 
little work investigating the capture of such 
expressions made by listeners (Witvliet and 
Vrana 1996). 

To the authors’ knowledge, skin conduct-
ance is the only successful measure of a 
listener’s physiological response to music. 
As such it is the primary capture technique 
employed in the system. In future work we 
hope to investigate a multimodal technique, 
which incorporates facial responses with skin 
conductance.

4.3	 Discussion
The system architectures displayed in Figure 
4 are quite similar. We will first discuss the 
interactive model. Prior to each performance a 
suitable baseline data sample is collected from 
the selected user monitoring system (Rickard 
2004), notated as ‘Baseline (once)’ in the 
audience affect component. Once the music 
performance begins, listener response metrics 
in the form of arousal events are passed to the 
emotion agent. For each musical work there 

is a pre-constructed dataset of arousal-valence 
values that describes the desired audience 
affect responses in time to the work’s perform-
ance. This desired dataset is stored in the emo-
tion agent component, and is used in concert 
with the emotive algorithms to determine the 
emotional changes to be made to the music.

While the listener’s state feedback is 
described by the single dimension, arousal, the 
emotion agent passes intent in the form of a 
two-dimensional data point, arousal-valence, 
as required by the rule engine. The emotive 
algorithms extrapolate the necessary change 
in valence based on that which occurred in 
arousal. From the ‘Primary music-emotion 
structural rules’ graph shown in Figure 3, 
it can be theorised that the two dimensions 
are interconnected for music emotion rules. 
For example, an increase in tempo would 

Figure 4. The architecture for an autonomous and interactive music 
emotionality system.
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presumably have an effect both on arousal and 
valence. This degree of interplay on induced 
emotion is one such research outcome to be 
investigated by later iterations of this project. 

Upon receiving the desired and detected 
arousal-valence data pairs, the rule engine 
then calculates the necessary changes to be 
made to the music’s structure and performance 
to bring about the desired emotional state. 
For example, the measured arousal-valence 
values may be in the range corresponding to 
‘moderately happy’, but the desired state may 
be in the mid-upper range, which is closer 
to ‘very happy’. In this case an increase in 
the structural rules: tempo, loudness, pitch, 
and articulation, and the performative rule: 
expressive contour, could be employed. It is 
the task of the audio generation unit to apply 
these modifications, with the changes made 
directly to the MIDI source to be played by the 
computer. 

The dynamic MIDI scheduling, emotion 
agent, rule engine and audio generation unit 
have all been written in Impromptu, a dynamic 
programming music environment for Mac 
OS X that employs the Scheme programming 
language (Sorensen 2005). In the first case 
model, autonomous, input events can be in 
the form of either arousal-valence, or simply 
arousal. As with the interactive architecture, 
the task of the emotive algorithms is the same. 
The desired dataset component is maintained 
in the case where a pre-sought path of listener 
affect is required, such as in the previously 
described therapeutic or work-place control 
situations. This model allows for an external 
sensing agent to be employed, which could 
leverage detection techniques beyond those 
described here.

5	 Conclusion
In this paper we have presented a computa-
tional architecture that enables the emotional-
ity of music to respond in real-time to human 
affect feedback and external programmatic 

events. This system enables the real-time 
modification of music according to rules for 
use in adaptive circumstances including games 
and entertainment, musical therapies, and 
computer music performance. For this end, we 
have developed a list of salient performance 
rules to accompany our previously published 
list of structural rules; the importance and 
application of which has been discussed in 
Table 1.

The basis for a theory of music emotional-
ity that is inclusive of expressed, induced and 
perceived emotions has also been presented. 
The relationships between these different 
aspects of emotionality are expressed in the 
Music-emotion life cycle diagram, which 
plays a key role in the modelling of creative 
behaviour. This, combined with our own 
previous work on structural music emotion 
rules for controlling adaptive music systems, 
has made it evident that both performance and 
structural rules are required for successfully 
influencing the emotionality of music in a 
computational system. 
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